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There are many ways to evaluate the effectiveness of Al (Artificial Intelligence). Taking a “classifier “as
an example: accuracy, precision, and recall rate are common indicators in assessing the effectiveness of
a classifier. However, does a higher indicator score represent better effectiveness for a classifier? How
to choose the right evaluation index that is corresponding to the Al performance accurately? Again,
taking the most common example: binary classifiers, it will demostrate how to select an appropriate
evaluation index relied on the characteristics of the data, the purpose after evaluation, and
understanding for evaluation index.
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Many issues in life are related to the binary classification, such as: Should loan applications be approved
or rejected? Does the credit card issue or not? Do you suffer from a disease? Are the factory products
faulty? Speaking broadly, it covers all walks of life. The effectiveness of the binary classifier can be
assessed based on gaps between prediction and the reality of the classification results.
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To evaluate the performance of classifiers correctly, we should not only view unilaterally but also
simultaneously consider the purpose of classification, data interpretation, and the meaning of
characteristics after evaluation. For example, if the distribution of data is uneven, the classification
process should be improved according to the methods mentioned above. Otherwise, if your goal is to
identify the positive samples correctly as much as possible, you should select the most representative
indicators that highlight the classification impacts of positive samples representing the true positive rate
(TPR), accuracy, and F1-score (measures the balance between TPR and accuracy). To the end, you
also need to know which indicators will not be influenced by the uneven distribution then list them as
candidate indicators.
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On the contrary, we should not conclude or misjudge the system based on a single index but include the
above three conditions. This paper simply is elaborated on the correlation between the evaluation
indexes and the influence on the degree distribution. If you can review more relevant papers or
websites before selecting the evaluation indexes and understanding the meanings and their limitations,
this will avoid misjudging the performance of classifiers.



